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Dimensional Curse
A particular feature that sets the depth measure apart 
from other measurements in statistics is its ability to 
withstand the so-called “dimensional curse”. It is in 
fact possible to calculate the depth measure of a data
set in any number of dimensions.

Number of
songs liked

Number
of genres

D
ep

th

Arrange
the dataset1.

Draw 
the simplices2.

Count the number
of simplices3.

Draw 
the depth map4.

Compare your data 
to the training-set5.

What are 
depth measures?

What is 
a simplex?

Why simplicial?

Simplicial 
depth 
measure

The simplex is the simplest possible closed figure in any given space. The 
figure changes with the number of dimensions of the space.

This poster illustrates the simplicial depth measure method. It is called “simpli-
cial” because the process is based on the creation of simplices containing 
the points of the data cloud.

a. 1-simplex.
b. 2-simplex.
c. 3-simplex.

Depth measures are algorithms used to identify how deep a certain point, 
relative to a given data set, lies within the data cloud, providing center-outward 
ordering of points in any dimension. Depth measures, commonly used for 
clinical trials and in finance, highlight the most superficial points called anoma-
lies and the deepest point i.e. multivariate median: the middle value in a 
frequency distribution.

a. b. c.

Scan the QR-code, log in, click on 
“Top Genres” and select “all time”; 
then look at the number of liked 
songs on Spotify.

Training set

Deepest data

Your data point

Order every data point in the space 
according to its features. Given that 
the data is bivariate, the space is a 
Cartesian plane. 

To simplify this part of the repre-
sentation, these steps show only 
eight points of the training set.

Calculate all the simplices in the 
space. In this case every simplex is 
obtained using three data points. The 
number of simplices is given by the 
matrix (N r), where N is the total num-
ber of data points in the space and r 
is the number of vertices needed to 
draw a simplex.

Place your data point in the depth map 
to compare your use of Spotify to the 
training set.

The depth of each data point is given 
by the percentage of simplices in 
which it is included: the number of 
simplices in which the point sits, 
divided by the total number of sim-
plices. The perimetral points need to 
be included in the count.

To create the different layers of 
depth, connect the data points that 
have the same range of depth. The 
area of a layer must also contain all 
the layers below, creating a progres-
sion of concentric shapes.

x. Number of genres.
y. Number of songs liked.
z. Account age (weeks).

x x

y

yx

z

This step will represent all the data points 
of the training set.
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EVALUATION 

PROCESS

95%

INPUT IMAGE
The image that will be decomposed 
in order to be submitted to the network. 

TRAINING DATA
The dataset is composed of thousands 
of images classified as “safe” or “not 
safe”; the machine detects, without 
knowing the label, which category 
an image belongs to. The set of 
algorithms in which we use a labeled 
dataset is called supervised learning.

LABEL
A label expresses one or more feature 
of the image. It is usually assigned 
by humans. During the training this tag 
is hidden from the network, it will be 
used to check the output during the 
evaluation phase.

It is the comparison between predicted 
output and expected output.  
This difference determines the intensity 
of the backpropagation.

Depending on the output of the 
evaluation, the signal goes backwards 
into the network adjusting the weights 
and thresholds until training data with 
the same labels consistently yield 
similar outputs.

How can a machine understand if the contents of your luggage are 
dangerous or not? In this poster we will try to go through the inner 
workings of a neural network trained to detect hazardous items. 
This kind of system is already in use in various industries like 
security, health and transports. Let’s have a look inside this black 
box and try to understand how a machine can see.

NEURAL 
NETWORKS

During the training phase, a neural 

network is fed thousands of labeled 

images, learning to classify them.

TRAINING PHASE

OUTPUT

INPUT  LAYER
It is the first layer of the neural network 
which passes the raw information 
to subsequent layers without 
performing any computational tasks.

HIDDEN  LAYERS
The hidden layer consists of one 
or several layers and acts as the 
connection between the input and 
output layer. These layers perform 
all the computational work.

OUTPUT  LAYER
The output layer is responsible 
for producing the predicted output 
of neural networks.

The output consists of a symbol 
and a percentage value. The symbol 
indicates whether the package 
is considered safe or not, while the 
percentage indicates the confidence 
level of the forecast. 

Thanks to the training phase, the model 

is ready to perform a determined 

computational task with a high level 

of accuracy.

TRAINED MODEL

❶

❶

❷

❸

❷

❸NEURON DISPOSITION
The disposition of the neurons 
in the network can vary depending 
on the task. The number of neurons 
and the shape of the connections 
is what the developers choose, usually 
starting from a set of standard models.

INPUT  
LAYER

HIDDEN
LAYERS

OUTPUT
LAYER

NEURON
It is the basic unit 
of computation 
in a neural network. 
The role of the 
neuron is to receive 
signal from 
other nodes.

CONNECTION:
It is the link between 
neurons in which the 
signal passes through.

ACTIVATION 
FUNCTION
It defines when a neuron 
fires. It’s a threshold: 
the signal is sent onward 
only if the aggregate 
signal crosses it. For each 
neuron, you choose the 
one that works best 
in a particular scenario.

WEIGHT
Each connection has 
an associated weight. 
During the learning 
process it increases 
or decreases depending 
on the strength of the 
signal at a connection.

ADJUSTMENTS
During the learning 
process the thresholds 
and the weights are 
adjusted according 
to the signal it receives 
from the backpropagation.

LABEL CLASSIFICATION

BACKPROPAGATION 

FORWARD  PROPAGATION  

NOT 
SAFE

SAFE
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Where do Random Walkers meet?

Can an algorithm predict the most important pages of the 
web? Google’s Page Rank can, and so can you! Page Rank 
estimates the probability of a web page to be visited by 
a user. It makes an evaluation of the most relevant pages 
based on their links with the other pages. 

A “Random Walker” is also considered in the process: 
hypothetical “drunk” users of the web randomly moving 
between the pages, always ending up on the best linked 
ones. These are the most relevant pages and they will be 
the first results proposed by the search engine.

Page rankPage rank Become part of the algorithm, 
discover its functioning by 

finding the most relevant pages 
by yourself!

 
Take a sticker strip of random walkers 
from the pocket

Pick any web page as your starting point

Move between the pages following the 
directions on the paths and paste a 
sticker on each web page you pass 
through

If you can’t move to any other direc      
tions,don’t worry! If you still have 
other stickers you can choose another 
web page and restart from it!

When you have finished your 
stickers,make a step back and look at 
the poster! Where is the most of the 
random walkers? Try to guess which pages 
are the most relevant one.

Reveal the second layer by turning the 
handle. When you have read the results, 
please turn it again in order to 
put the other layer back up for 
the next player.

1

2

3

4

5

6

Rules of the game

Link Link DirectionLegend: Random Walker
 
Web Page

 coconut.com

 melon.com

 apricot.com

 cherry.com

 lime.com

 pear.com

lemon.com

fig.com

ananas.com

peach.com
 orange.com

 kiwi.com

 grape.com
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Where do Random Walkers meet?

Can an algorithm predict the most important pages of the 
web? Google’s Page Rank can, and so can you! Page Rank 
estimates the probability of a web page to be visited by 
a user. It makes an evaluation of the most relevant pages 
based on their links with the other pages. 

A “Random Walker” is also considered in the process: 
hypothetical “drunk” users of the web randomly moving 
between the pages, always ending up on the best linked 
ones. These are the most relevant pages and they will be 
the first results proposed by the search engine.

Page rankPage rank Become part of the algorithm, 
discover its functioning by 

finding the most relevant pages 
by yourself!

 
Take a sticker strip of random walkers 
from the pocket

Pick any web page as your starting point

Move between the pages following the 
directions on the paths and paste a 
sticker on each web page you pass 
through

If you can’t move to any other direc      
tions,don’t worry! If you still have 
other stickers you can choose another 
web page and restart from it!

When you have finished your 
stickers,make a step back and look at 
the poster! Where is the most of the 
random walkers? Try to guess which pages 
are the most relevant one.

Reveal the second layer by turning the 
handle. When you have read the results, 
please turn it again in order to 
put the other layer back up for 
the next player.

1
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Rules of the game

Link Link DirectionLegend: Random Walker
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Take a sticker strip of random walkers 
from the pocket

Pick any web page as your starting point

Move between the pages following the di-
rections on the paths and paste a stick-
er on each web page you pass through

If you can’t move to any other direc      
tions,don’t worry! If you still have 
other stickers you can choose another 
web page and restart from it!

When you have finished your stickers,-
make a step back and look at the poster! 
Where is the most of the random walkers? 
Try to guess which pages are the most 
relevant one.

Reveal the second layer by turning the 
handle. When you have read the results, 
please turn it again in order to put the 
other layer back up for the next player.

1

2

3

4

5

6

Rules of the game

Even if you move freely, all 
the links eventually lead to 
the most relevant pages. That’s 
why Page Rank (PR), basing on 
the links’ structure, is able 
to estimate the most popular 
pages where random walkers are 
more likely to meet. 

Quantity link
You have come across a plat-
form in which there are many 
links but not coming from 
relevant pages, that’s why 
the Page Rank is low.

Quality link
Quality beats quantity! 
This page has just one inbound 
link, but with the most 
relevant page of the network, 
explaining its high Page Rank.

PR 0,205 2

PR 0,128 3

PR 0,014 8

PR 0,098 4
PR 0,098 4

PR 0,047 6

8
PR 0,014 8

gradino standard
0,006

8

PR 0,0925

8
PR 0,040 7

PR 0,225 1

 grape.com

 coconut.com

 apricot.com

 cherry.com

 lime.com

PR 0,014

ananas.com

PR 0,014

 orange.com

 kiwi.com

+0,004 

+0,001 

+0,001 

+0,001 

+0,002 

+0,003

+0,002 

You got stuck in a loooop!
The function of the 
“damping factor” allows 
you to teleport you 
to another page. 
Pick another one!

PR 0,014 

The ranking you obtained with the stickers is the 
same of the one in this layer. If you want to 
check mathematically, you can find the Page Ranks 
by solving the following proportion.

x : spRW = 1 : totRW

Where
x = Singlepage Page Rank (PR)
spRW = number of random walkers on a single page
1 = sum of all pages’ Page Rank
totRW = number of all random walkers
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 Clustering

Since time immemorial, mankind has looked at the sky, gazing at heavenly bodies and connecting the closest 
ones to draw figures in the sky. This is how constellations originated. What would constellations look like if, 
instead of humans, it was an algorithm that searched for patterns in the celestial vault? 

Hierarchical clustering is a method used in descriptive statistics to determine a hierarchy of clusters, which are 
collections of samples based on similarities among their features. It is an unsupervised learning method, this 
means it reveals spontaneous patterns found in the dataset instead of relying on human-defined groupings. For 
this reason, it’s the perfect tool to find new data-driven constellations.

Key concepts of hierarchical clustering

Observation Distance Linkage

Building a hierarchy

In search of data-driven constellations

Rio

A singleton is a sample 
that does not belong to 
any other cluster as it’s too 
distant from other elements 
of a dataset to join a cluster. 

Singleton

These stars are 12.02° apart, 
since our pruning threshold is 12° 
these two constellations are not 
clustered together.

Mind the gap

Belle

A B C D E F

Star’s declination and right ascension

Arcturus
(19.18°,14.27h)

Izar
(27.07°,14,73h) 74438

(33.31°,15.27h)

73327
(40.39°,15.03h)

70851
(38,31°,14.53h)

9.07°

10.37°

6.14°

10.11°

7
.
5
8
°

11
.5
6°

19.
46°

Geodesic distance

B
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C D

EF

A B C D E F

B
A

C D

EF

A B C D E F
B

A

C D

EF

A B C D E FB
A

C D

EF

Arcturus

Izar 74438

73327

70851

Single linkage between two clusters

3. Distances are computed once more but now the two closest elements are not 
stars but the two clusters that have just been formed. Looking at the dendrogram 
on the right we can see how a hierarchy is starting to form.

4. The last data point can now join the clusters to its left. Their order on the 
horizontal axis does not codify any information about the analysis; most often it is 
simply the order that maximises the dendrogram’s readability.

Here we illustrate how hierarchical clustering can be applied to our example, while 
visualising the results through a dendrogram, a diagram that codifies information 
about our samples’ similarity and their hierarchy.

1. The distance between every possible pair of stars is computed. Once the two 
closest stars are found, they are grouped into a cluster. On the dendrogram the 
samples are connected by a line, this means they have been clustered together.

Since clusters contain multiple data objects, we have different options to measure 
distance, e.g. between the centres of each cluster, between the furthest points of 
each cluster.  In our case, we use the single-linkage criterion; it states that two 
clusters are as similar as their most similar elements — or as close as their closest 
stars, in our example. 

The similarity of two samples can be quantified in different 
ways according to the nature of the data being analised and 
to the scope of the analysis. The aim of distance measure 
is to find similar data objects and to group them in the same 
cluster. In this example, we will be using geodesic distance 
which measures distance along a non-flat surface.

When looking for similarities, first we choose which features to compare and 
then we make sure these features are commensurable, to assess their similarity. 
For example, we could group stars according to their luminosity or hue. In our 
case, we consider declination and right ascension as features to compare; 
they are the spherical coordinates of any star on the celestial vault, similar to 
longitude and latitude on Earth. 

2. The previous step is repeated, a new cluster is formed and drawn on the 
dendrogram. We can see that the vertical lines of this cluster have a different 
height as it is proportional to the distance between the two stars.

Distance threshold: constellations in the sky map are the clusters of stars under this line

ScratNight Fury
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12

18

 Pruning

At the end of the process, all 142 stars are collected in a single, large cluster and  
a hierarchy is defined for the entire dataset. In our case, we would end up with one 
large constellation, while we need to define multiple, distinct ones instead. 
The selection of clusters is called pruning, from the idea of cutting branches off  
the dendrogram and picking the resulting subtrees as clusters. The pruning 
criterion depends once again on the scope of the analysis. In this example, we set 
a distance threshold of twelve degrees and selected the twenty-three resulting 
subtrees as constellations.

Legend

Circles represent stars

Lines link stars in the 
same constellation

Groups of circles and lines are 
constellations and represent a cluster
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ALL ABOUT 
CONTROL CHARTS

How statistics can set 
your chicken farm 
to be a successful one

Now you want to determine a feature that 
will allow you to quickly evaluate your 
production. From my experience in the 
poultry business, I know that the most 
efficient way to monitor the chickens’ 
health is to keep an eye on their weight. 
Collect your sample’s weight values and 
sort them out in pecking order so that you 
understand their distribution.

CHOOSE A PARAMETER  LEARN FROM THE FINEST1

You first need to select a sample of your 
production that satisfies your desired 
quality level. A sample of chickens that 
are healthy and ready to be sold will be 
your starting point of this first phase. 

SET YOUR GOLDEN RULE
Even though all the chickens from your 
sample are healthy, this might not be the 
case in your future production. 
You want to set limits that exclude chick-
ens that may not be suitable for the 
market, discarding a percentage of your 
production that is more likely to be sick, 
even in case of false warnings.  Keep in 
mind that the higher your quality stan-
dard, the higher the frequency of warn-
ings and the probability of errors.

Control charts are visual tools used to monitor pro-
cesses. They can detect possible issues of a produc-
tion chain, allowing operators to take action and 
ensure consistent quality of the products. Here is my 
exclusive guide on how to apply one to improve your 
chicken farm’s efficiency. Trust me, I’ve been in this 
business since 1924.

WHY YOU NEED CONTROL CHARTS

LET’S GET GOING!
Now the chart is ready to be used to moni-
tor your production!  From now on your 
chickens’ weights will be collected and 
displayed on the chart over time.

MEANWHILE AT THE FARM...
Always remember that the control chart 
doesn’t show the actual health of the 
chickens, but only its prediction, based 
on the weight.

5.5 kg

5 kg

4.5 kg

4 kg

3.5 kg

3 kg

4 PM

w
ei

gh
t

time3 PM2 PM1 PM12 PM11 AM10 AM9 AM8 AM

UCL

CL

LCL

Sometimes there may be some false 
warnings: this happens when the chart 
shows that the process is not stable 
when it is. This error always ruffles a few 
feathers.

False Warning
There’s a chance that a data point falls 
within the control limits when it should 
be out of the thresholds. The wider the 
distance between the control limits, the 
higher the chance of a missed warning.

Missed Warning

Upper Control Limit

Center Line

Lower Control Limit

Error Probability %

Error Probability %

5.5 kg

5 kg

4.5 kg

4 kg

3.5 kg

3 kg

When a value falls inside the desired range, we 
say that it is “in control”. When the graph shows 
a series of in-control points randomly distribut-
ed, it means that the process is stable and you 
are getting the expected results.

In-Control Point

An out-of-control point is identified when a data 
value point falls outside the control limits. In this 
scenario, the process is subject to some kind of 
unwanted behaviour (special cause variation), 
and it needs to be inspected.

Out-of-Control Point

  You can also have an out-of-control situation if 
the points are inside the thresholds. This happens 
whenever your data points start forming a 
pattern that is no longer random.

Unstable Trend

HOW TO BUILD ONE

HOW TO USE IT

2 3

4
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BOOTSTRAP*
HOW TO EVALUATE ACCURACY OF THINGS** ABOUT LOTS OF STUFF*** 
WHEN ONLY HAVING NOT SO MUCH STUFF****

** Estimate of statistical parameters
*** A huge population
**** A small sample

WE TAKE THE DATA 
FROM THE SAMPLE

STEP 02
RESAMPLE

WE RESAMPLE OUR DATA AND 
CALCULATE THE MEAN MANY 
MANY MANY TIMES

CONCLUSION
If you need to estimate the accuracy of 
statistical parameters about a large 
population, but only have a small sample, 
the bootstrap algorithm is the way to go.

As the sample size increases, its ability to give 
an accurate representation of the whole 
population increases too.

Law of Large Numbers

We could just calculate the mean of the starting 
sample, but we wouldn’t have any information 
about the accuracy of the estimate.

Instead, we resample with replacement many 
(many!) times: each resample is made of 10 
height values, randomly picked from the 
original 10.

We calculate the mean height value of each 
resample, and we store them away for later. (in 
case we’re hungry).

WE DRAW THE DISTRIBUTION 
OF THE MEAN HEIGHT VALUES
The distribution shows the estimated mean 
height and the accuracy of the estimate. The 
frequency is expected to be higher for values 
near the real population mean, while lower for 
further values.

CAUTION!  overconsumption of blueberries might result in your skin turning blue.

Replacement means that repetition is allowed, 
each value can be picked more than once 
or not picked at all.

Resampling with replacement

Ranges from 1K to 100K.
Recommended number of resamples

As we all know, blueberry-loving people are 
very very shy, so we only managed to tackle 10 
of them for our super-duper important research 
about the link between height and 
blueberryness. We’ll call them our sample.

The bigger the obtainable sample, the better the 
estimate. In our case 10 people will do just fine.

STEP 01
SAMPLE

START
We want to estimate the mean 
height of all the blueberry-
loving people in Milan, but we 
only know the height of 10 of 
them. How do we get there?

**
***
*****
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STARTING SAMPLE

A statistical algorithm extremely useful when 
only a small set of data is available. It gives 
a precise idea of the accuracy of the estimate

RESAMPLE #0001

DISTRIBUTION OF MEANSSTEP 03
DISTRIBUTION

RESAMPLE MEAN

160cm
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bad splitgood split

Of these two questions,
this one gives a better divide.

This is because there are almost 
exclusively magical or non-magical 

mushrooms on either side, meaning that 
a yellow cap is a good indicator of a 

magical mushroom.
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AUTHORSVISUAL EXPLANATIONS OF STATISTICAL MODELS

How can machines make accurate predictions? Classification trees can be used to predict possible 
outcomes to a decision based on observations of a certain item's features.
For example, a classification tree could be used to predict the drinkability of new samples from a 
water source by comparing certain qualities (e.g., color, pH, and hardness) against a database of 
previous samples.

Join Wilfred the wizard while he prepares a potion. To finish it, he needs more magical 
mushrooms. By analyzing the individual features of mushrooms in his vast catalogue of specimens, 
Wilfred wants to create a  classification tree to identify if  new mushrooms are magical.

training phase

testing phase prediction phase

first things first

how to split the data?

checking the
accuracy

pruning we’ve found some 
new mushrooms!

the result

shroomy 
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To ensure its accuracy, we must test our tree. 
To do this, we use the testing mushrooms we 
put aside at the very start. We want to see 
how successfully the tree sorts these known 
mushrooms.

Ideally, the testing mushrooms would give a 
similar accuracy to the training mushrooms:

If the testing accuracy is significantly lower 
than the training accuracy, it means it is 
overfit. This is a problem because it means 
that the tree is too much adapted to the initial 
database and won’t predict well when the 
wizard wants to identify a new mushroom.

If the tree is overfit, we can fix this by pruning it. That means that 
we cut the questions that do not help the tree classify information, 
and helps reduce its size and complexity.

The tree created using 
the sample data

Proportion of magical 
mushrooms in group

Proportion of non-magical 
mushrooms in group

Once the pruning is done, the algorithm is more accurate 
and is ready to be applied to new unknown mushrooms.

Wilfred wants to discover if his new discoveries are 
magical or not.

Unknown 
stalk colour

Most likely magical! As the original 
group had 100% magical mushrooms.

As our original sample was very small, the 
reliability of this tree would be low. A 
successful tree needs many more samples.

Most likely non-magical. Classification trees can 
be used with incomplete data, as the sample can 
follow the tree for as long as it can. In the 
original tree, this group had 80% non-magical.

Impossible to tell if magical or not, as the original 
group only had 50% magical mushrooms.

The goal of a classification tree is to develop a model to 
predict the category (in this case: magic or non-magic), of 
an element (mushroom) based on its features or variables 
(cap color, stem color, and their height) by learning rules 
inferred by previous data.

How does the algorithm decide where to divide the 
mushrooms? The algorithm tries to create groups that are as 
pure as possible - ideally groups of exclusively magical and 
non-magical mushrooms.

A good split would put all the magical mushrooms in one 
node and all non-magical mushrooms in another.  

A bad split would divide the mushrooms but keep the same 
ratio of magical and non-magical mushrooms in each group.

By using this logic, the whole tree is created.

To build the 
classification tree, we 
use the following data 
from the wizard’s 
catalogue.

While most of the data 
will be used to build 
the tree, a portion are 
kept aside to be used 
to check the accuracy 
of the mushroom magic 
analyses during the 
testing phase later on.

The model can’t understand categorical data (e.g., pink, 
green, or yellow stem colour) so it must be transformed into 
binary information, by asking yes or no questions.

This way we can prepare Wilfred's data from his 
observations on the features of his mushrooms for use.

The classification starts with a root node and then the 
algorithm will divide the mushrooms into smaller groups by 
asking a series of yes or no questions on their features.

YES NO

YES NO

ROOT 
NODE

DECISION NODE DECISION NODE

LEAF
NODE

LEAF
NODE

pink

green

yellow

pink

yes

no

no
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cap
colour

binary
answer

Is the cap yellow?

NoYes

66% 
magical

20% 
magical

Proportion of magical 
mushrooms in group

Proportion of non-magical 
mushrooms in group

66% 
magical

100% 
magical

50% 
magical

50% 
magical

100% 
non-magical

80% 
non-magical

NoYes

33%
magical

60% 
magical

Is the stem pink?

38%
magical

38%
magical

Is the cap yellow?

62% 
non-magical

TRAINING ACCURACY
Accuracy of predicting initial sample that built tree

TESTING ACCURACY
Accuracy of predicting testing sample of known magicness

100%

95%

TRAINING ACCURACY
Accuracy of predicting initial sample that built tree

TESTING ACCURACY
Accuracy of predicting testing sample of known magicness

100%

60%

NoYes

NoYes NoYes
Is the stem green? Is the stem green?

For example,
is the cap pink?

magical unknown.. unknown.. non-magical

Is the cap yellow?
NoYes

NoYes NoYes
Is the stem green? Is the stem green?


