# CLASSIFICATION 

INTRODUCTION TO THE ALGORITHM
CLASSIIICATION TREES ARE ALGORITHMS THAT ARE USED TO CLASSIIFY THE DATA OF A SPECIIFC DATASET INTO CATEGORIES, BUT THEY NEED TO BE TRAINED, THEREFORE THERE IS AN ADDITIONAL ALGORITHM THAT ALLOWS YOU TO BUILD THE TREE IN ORDER TO EFFECTIVELY DIVIDE THE DATASET.

## LET'S START ©

oday is a good day: you
However, the library is very crowded and you dont $n$, is for sure: you will not sit next to anyone who is not from your course. We are confident that with the number of the stickers students have and the exams that they have

## THE DATA! 1

$\rightarrow \quad$ our friends and gather their data on a table. Since we are only considering two features and they are both numerical, we can represent them on a cartesian plane with the $n^{\circ}$ of stickers on the $x$-axis and the $n^{\circ}$ of exams on the $y$-axis.



## ASK THE RIGHT QUESTION:?

Ao achieve the right answer, we need to ask the right question, or rather the one that most efficiently splits the dataset. To do so we could use om 0 to 1 that indicates the purity of the two halves made by the split,
nce we have the two indices we need to calculate their weighted average, We call this number heterogeneity index. We repeat the process for each ossible split, and then choose the one with the lowest result to start from This process will give us the smallest tree possible.


AGAIN AND AGAIN $\triangle$
Now, you repeat the process for each half. Again. And again. Unless
保
he graphs here show the most efficient split we identified, as you did by yourself with the slider above.

## But MISFORING INFORMATION?



## TASK COMPLETED, LET'S TEST IT! 5

Once we completed the tree it's good practice to check if what you did is working. Let's think of four more of your friends and test if the algorithm you just built categorizes them well.


## LET'S VISUALIZE THE THING! 3

In the cartesian plane we visualize how we make the first choice. Moving other) you'll discover the heterogeneity index associated to the division they are indicating.


Oh no, the algorithm got them wrong. So inefficient! This is caused by overfitting, a phenomenon in which the learning system解


Now the algorithm is good to go and can use it to classify people in the
lowing the order each person got sorted into their final category.
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